Abstract. It is crucial for a cipher to be trusted that its design be well explained. However, some designers do not publish their design method and instead merely put forward a specification. While this information is sufficient for implementers, the lack of explanation hinders third-party cryptanalysis.

In a recent string of papers, Biryukov, Perrin and Udovenko identified increasingly strong patterns in a subcomponent shared by the last two Russian standards in symmetric cryptography, namely the hash function Streebog (GOST R 34.11-2012) and the block cipher Kuznyechik (GOST R 34.12-2015). In this paper, we summarize the latest result of Perrin on this topic and argue that, in light of them, these algorithms must be avoided.

1 Introduction

Block ciphers are at the core of symmetric cryptography, as they are used to encrypt messages, but also to build MACs or hash functions. The most famous example is the AES, which is used to encrypt a very large amount of today’s communications.

Formally, a block cipher is a permutation $E_k$ operating on blocks of a fixed size (typically 128 bits) which is parametrized by a secret key $k$, also of a fixed size (typically 128 or 256 bits). In practice, a block cipher is always defined as multiple iterations of a simple round function interleaved with the addition of subkeys derived from the master key $k$. Following the terminology introduced by Shannon, the round function must provide both diffusion and confusion. Diffusion means that the output bits must depend on many input bits and confusion means that the mathematical relationship between input bits, output bits and key bits must be complex. In particular, it has to be non-linear.

1.1 S-Boxes and their Importance

Non-linearity is usually (though not always) provided by small non-linear function called S-Boxes while diffusion is provided by the linear
layer which operates on much larger parts of the internal state. The small size of the S-Boxes mean that they are usually specified by their look-up table, i.e. the array \((S[0], S[1], ..., S[2^m - 1])\) where \(m\) is the number of input bits of \(S\), and where typically \(m = 4\) or \(m = 8\). In practice, the output size is usually the same as the input size.

Knowing this table is sufficient to analyze their generic cryptographic properties. We can then combine these with other properties of the linear layer to formally prove that some cryptanalysis techniques will fail when applied to the block cipher. For example, the AES designers introduced the wide-trail argument to prove that it is safe from single-trail differential and linear cryptanalysis.

The role of these S-Boxes is to mix their input in a non-linear way. This non-linearity can for example be quantified via the differential uniformity. For an S-Box \(S\) operating on the set \(\mathbb{F}_2^n\) of all \(n\)-bit strings, the differential uniformity of \(S\) is the maximum number of solutions \(S\) of the equation

\[
S(x \oplus a) \oplus S(x) = b
\]

for all \(a, b \in \mathbb{F}_2^n\) where \(a \neq (0, 0, ..., 0)\).

They must also be such that all outputs depend on all their inputs. In fact, S-Boxes that fail to provide this property\(^1\) have been proved in \([2]\) to be precisely those needed to build a specific type of backdoored block cipher. Such a block cipher \(E_k\) would be such that every output bit depends on all input bits. However, it would yield secret linear functions \(\ell_1\) and \(\ell_2\) such that \(\ell_2(E_k(x))\) does not depend on \(\ell_1(x)\). In a stealthy way, this block cipher fails to provide diffusion. This allows anyone with the knowledge of the functions \(\ell_1\) and \(\ell_2\) to efficiently attack the cipher.

### 1.2 Ill-Specified S-Boxes

As we have established, S-Boxes play a crucial role in the security level provided by the algorithms using them. Consequently, it is expected of block cipher designers that they carefully choose these components and justify their choice in the paper describing their algorithm. These explanations will help in several ways. Third-party cryptanalysts analysing the security of the block cipher will have their task simplified; implementers may be able to leverage the structure of the S-Box to implement it more efficiently\(^2\); and potential users will have an increased trust in the

---

1. In fact, it is sufficient that some linear combinations of the output bits do not depend on some linear combinations of the input bits.

2. See for instance the optimizations allowed by the mathematical structure of the AES S-Box \([4]\).
algorithm: it is much harder to hide a trapdoor in an algorithm when all of its components must have a clear justification.

Unfortunately, some cipher designers do not provide such justifications. In particular, the American NSA and its Russian counterpart the FSB do not explain the rationale behind the algorithms they design. Yet, the following algorithms have been included in national and international standards:

— the American block cipher Skipjack [11], which used to be a NIST standard but is now deprecated;
— the American block cipher CMEA [12], which was standardized by the TIA and used to secure the control channel (e.g. the transmission of phone numbers) of cell phones in North America;
— the Russian hash function Streebog [7] (GOST R 34.11-2012) which has been a standard in Russia since 2012 and is also the IETF RFC 6986 [6]; and
— the block cipher Kuznyechik [8] (GOST R 34.12-2015) which is a Russian standard since 2015 and the IETF RFC 7801 [5]. Kuznyechik is also being considered by ISO/IEC for inclusion as one of their standards.

All these algorithms have been standardized and used despite the fact that their designers did not provide any information about their design. In particular, they all use unexplained S-Boxes. In this context, it is crucial to be able to recover the design criteria and/or the structure used to build an S-Box $S$ given only its lookup-table.

Both Russian algorithms (Streebog and Kuznyechik) use the same S-Box, $\pi$. It is an 8-bit permutation which was only specified via its look-up table (see Figure 1). In the next section, we summarize the results that were obtained by cryptanalysts about this S-Box and, in particular, how it has a hidden structure which could have negative consequences regarding the security of the algorithms using it.

2 Reverse-Engineering the Russian S-Box

Reverse-engineering an S-Box is a challenging task as it is a priori very difficult to know if a decomposition is the one that was intended by its designers. Biryukov et al. first identified a new generic reverse-engineering technique, the TU-decomposition, which they could successfully apply to $\pi$ [3]. Then, Perrin and Udovenko found a relation between $\pi$ and...
a discrete logarithm. Though it showed that there was more to \( \pi \) than previously thought, their decomposition left them unconvinced as some of its components were somewhat inelegant [10]. Finally, building upon these results, Perrin identified a structure which is likely to be the one intended by the designers of \( \pi \) [9].

Let us describe this last decomposition. Perrin showed that \( \pi \) can be evaluated by the following equations:

\[
\begin{align*}
\pi(0) &= \kappa(0) \\
\pi(\alpha^{17j}) &= \kappa(16 - j), \text{ where } 0 < j \leq 15 \\
\pi(\alpha^{i+17j}) &= \kappa(16 - i) \oplus (\alpha^{17})^{s(j)}, \text{ where } 0 \leq j < 15, 0 < i \leq 16,
\end{align*}
\]

where:

- the finite field \( GF(2^8) \) is defined as \( \mathbb{F}_2[X]/p(X) \) with \( p(X) = X^8 + X^4 + X^3 + X^2 + 1 \);
- \( \alpha \) is a root of \( p \) and thus a multiplicative generator of \( GF(2^8)^* \);
- \( s \) is a permutation of \( \{0, 1, 2, \ldots, 14\} \) given in Table 1; and
- \( \kappa : \{0, 1\}^4 \to GF(2^8) \) is a linear permutation such that \( \kappa(x) = \Lambda(x) \oplus 0xfc \) and such that \( \Lambda : \{0, 1\}^4 \to GF(2^8) \) is the linear function defined by

\[\Lambda(0x1) = 0x12, \ \Lambda(0x2) = 0x26, \ \Lambda(0x4) = 0x24, \ \Lambda(0x8) = 0x30.\]

This highly structured decomposition is unlike anything else in the literature. It was also kept secret by the designers of \( \pi \). Still, it is likely to be the one they used: it is very simple and the number of permutations

5. It also holds that \( \alpha^{17} \) is a multiplicative generator \( GF(2^4)^* \).
6. Especially when compared to the previous two decompositions of [3] and [10].
with such a structure is negligible. In fact, Perrin established that the probability for a random permutation to have such a structure is equal to about $2^{-1601}$. For comparison, the probability that an 8-bit permutation is affine is equal to $2^{-1618}$ and the probability to win the Loto\(^7\) is about $2^{-24.2}$. Thus, the probability for a permutation picked uniformly at random to have a structure similar to that of $\pi$ is comparable to the probability of gaining the Loto 66 times in row! Hence, it is likely to be the structure originally intended by the designers of this S-Box.

Besides, this structure also has some strange cryptographic properties. The field $\text{GF}(2^4)$ is contained in $\text{GF}(2^8)$ and $\pi$ has a specific interaction with the cosets of this subfield. If $i > 0$, then:

$$\{ \pi(\alpha^i \times x), x \in \text{GF}(2^4), x \neq 0 \} = \{ \kappa(16-i) \oplus x, x \in \text{GF}(2^4), x \neq 0 \} \quad (1)$$

where the multiplication is done in $\text{GF}(2^8)$. In other words, $\pi$ maps the partition of $\text{GF}(2^8)$ into multiplicative cosets of $\text{GF}(2^4)^*$ to its partition into additive cosets of $\text{GF}(2^4)^*$.

The other main component of the hash function Streebog is a 64-bit linear permutation originally specified as a $64 \times 64$ binary matrix. It is in fact a $16 \times 16$ matrix with coefficients in $\text{GF}(2^8)$ where this field is defined by the same polynomial as in $\pi$. Hence, this component interacts in a way which is yet to be fully understood with the partitions in Equation (1). Much like the structure of $\pi$, the structure of this component was kept secret and had to be reverse-engineered—though it was much simpler.

In light of these results, new security analyses of Kuznyechik and even more so of Streebog are necessary. We have yet to perfectly understand the consequences of these partition-preserving properties. Had the designers of the Russian ciphers disclosed the structures they used, cryptographers could have focused on this analysis much sooner. Of course, their aim when hiding those may have been to try and prevent such an analysis.

---

7. The French lottery is won if 5 numbers in \{1, 2, ..., 49\} and one in \{1, ..., 10\} are chosen correctly, an event with probability $$(49 \times 48 \times 47 \times 46 \times 45 \times 10/5!)^{-1} \approx (19 \times 10^8)^{-1} \approx 2^{-24.2}.$$
3 Conclusion

The last symmetric cryptographic algorithms standardized in Russia (and later included in some IETF RFC as well as an ISO/IEC standard, possibly followed by a second one soon) only had their specifications published. Their authors did not disclose their design rationale which, in and on itself, should warrant caution. Through a series of papers, Biryukov, Perrin and Udovenko have progressively unlocked the secrets of one of the main components of these algorithms. In particular, the latest results of Perrin show that the designers of Streebog and Kuznyechik purposefully hid a structure in this component. This structure is very strong, very uncommon and interacts in a non-trivial way with the other main component of Streebog.

In light of these results, we urge security professionals to avoid these algorithms. More generally, we invite them to keep in mind that, ultimately, both national and international standards in cryptography are seldom chosen transparently and that the final decision is rarely made by cryptographers (see also [1]). Hence, we urge practitioners to carefully check where the algorithms they plan to use come from, even if they are standards.
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